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Abstract and Motivation

Robust “blackbox” algorithms such as Convoluধonal Neural Networks (CNNs) are known for mak-

ing high predicধon performance. However, the ability to explain and interpret these algorithms

sধll require innovaধon. In view of the above needs, this study proposes an interacধon-based

methodology – Influence Score (I-score) – to screen out the noisy and non-informaধve variables

in the dataset hence it nourishes an environment with explainable and interpretable features that

are directly associated to feature predicধvity. The contribuধon of this paper opens a novel angle

that moves the community closer to the future pipelines of XAI problems.

Figure 1. This diagram is a recreaধon DARPA document (DARPA-BAA-16-53) [2, 8]. The diagram presents the

relaধonship between learning performance (usually measured by predicধon performance) and effecধveness of

explanaধons (also known as explainability).

Proposed Conditions for Explainable and Interpretable Methodology

To shed light to these quesধons, we define the following three necessary condiধons (C1, C2, and
C3) for any feature selecধon methodology to be explainable and interpretable.

C1. The first condiধon states that the feature selecধon methodology do not require the
knowledge of the underlying model of how explanatory variables affects outcome variable.

C2. An explainable and interpretable feature selecধon method must clearly state to what
degree a combinaধon of explanatory variables influence the response variable. Moreover, it is

beneficial if a staধsধcian can directly compute a score for a set of variables in order to make

reasonable comparisons.

C3. In order for a feature assessment and selecধon technique to be interpretable and
explainable, it must directly associate with the predicধvity of the explanatory variables (for

definiধon of predicধvity, please see [3, 4]).

Table 1. Explainability Saধsfacধon Table. The table summarizes whether famous XAI methods and proposed

I-score saধsfy the definiধon of Explainability of a set of variables according to definiধon in Innovaধon 2.

Definiধon of Explainability CAM LIME RISE I-score

C1 Non-parametric No No No Yes

C2 Quanধfiable Measure No Yes Yes Yes

C3 Predicধvity No No No Yes

Highlight of OurWork

We propose a novel interacধon-based study to examin the explainability and

interpretability of explanatory features. The proposed technology is called Influence

Measure or Influence Score (I-score). We refer this explainable measure I-score and the

final assessed numerical value the explainability of features.

The proposed I-score can be further extrapolated to create improved and explainable

convoluধonal layers and recurrent layers to further advance the field of deep learning.

The proposed architecture Interacধon-based Convoluধonal Neural Network (ICNN) and

Interacধon-based Recurrent Neural Network (IRNN) can raise predicধon performance to

state-of-the-art level while producing measurable explainability for end-users.

Proposed I-score

The Influence Score (I-score) is a staধsধc derived from the parধধon retenধon method [1]. Consider a set of m binary features X (each

feature is binary, so total of 2m parধধons) with target outcome Y . Based on these 2m parধধons created by X , we can compute I-score using

the following formula.
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{X1, X2, ..., Xm} and the mean of Y .

The concept of interacধon-based Feature is iniধally proposed in Lo and Yin (2021) [5, 6]. In their work, the I-score is accompanied with

a greedy search algorithm called the Backward Dropping Algorithm (call this algorithm B). The features selected using I-score and BDA

would be explainable according to the definiধon. Then the informaধon (represented by a combinaধon of features) can be combined using

Interacধon-based Feature Engineer.

Suppose we have a supervised learning problem and we are given explanatory variables X (with k parধধons) and response variable Y . We

can create a novel non-parametric feature using the following formula

X† := Ȳj, while j ∈ {1, 2, ..., k} (2)

where k is the size of the total parধধons formed by X .

Interaction-based Convolutional Neural Network (ICNN)

Figure 2. Interacধon-based Convoluধonal Neural Network. The diagram outlines the procedure of construcধng

convoluধonal layer using I-score and BDA.
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Interaction-based Recurrent Neural Network (IRNN)

Figure 3. Interacধon-based Recurrent Neural Network. The diagram outlines the procedure of construcধng

recurrent layer using I-score and BDA.
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Application

Figure 4. This execuধve diagram summarizes the key components of the method: Interacধon Convoluধonal Neural

Network, proposed in this paper. This design heavily relies on the I-score and has an architecture that is

interpretable at each locaধon of the image at each convoluধonal layer. More importantly, the proposed design

saধsfies all three dimensions (C1, C2, and C3 in the Introducধon) of the definiধon of interpretability
and explainability.

Figure 5. Visualizaধon for Mulধ-class Classificaধon Using I-score Enhanced Deep Learning. This figure presents 4

samples (each row is a sample with different label). There are 4 classes (0: Healthy, 1: COVID, 2: Other Pneumonia,

3: Tuberculosis).

True label: 0 (Healthy), no diseased signals detected

True label: 1 (Variant: COVID-19), dagger features from Class 1 show signals (yellow region)

True label: 2 (Variant: Pneumonia), dagger features from Class 2 show signals (orange region)

True label: 3 (Variant: Tuberculosis), dagger features from Class 3 show signals (red region)

Table 2.Mulধ-class Lung Cancer Variants Diagnosis. This table presents experiment results for mulধ-class lung

cancer variants classificaধon. In total, there are 4 classes (0: Healthy, 1: COVID-19, 2: Pneumonia, 3: Tuberculosis).

Model AUC (Test Set) No. of Parameters

Benchmarks:

ResNet [7] 0.82 - 0.90 11-25 million

Incepধon [7] 0.89 - 0.91 23-56 million

DenseNet [7] 0.93 - 0.94 0.8-40 million

Average 0.89 26 million

Proposed:

ICNN (Θ1: {starধng point: 6, window size: 2 by 2, stride: 2}) 0.97 12,000

ICNN (Θ2: {starধng point: 4, window size: 3 by 3, stride: 3}) 0.98 13,000

ICNN (use Θ1, Θ2, then concatenate) 0.98 20,000

IRNN (for details, see [5] and [6]) 0.99 15,000

Average 0.98 15,000
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